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ABSTRACT 

The CDF collaboration collected 19.5 pb-’ of data during the 1992-93 collider run at 

Fermilab. Using these data the inclusive jet cross section is measured in the pseudorapidity 

(7) range 0.1-0.7. Th e t ransverse energy (ET) range of the jets extends from 15 to 440 
GeV. The measured cross section is compared with next-to-leading order (~(cY:)) QCD 
predictions for various parton distributions and different choices of renormalization scale. 

A new limit on A,, a term representing quark substructure, is derived. The two-jet 

differential cross section is measured by determining the ET spectrum of central jets 

(0.1 < 171 < 0.7) for d’ff I erent 77 intervals of the second jet which span the range 

0.1 < 1~~1 < 3.0. Th e results are compared with leading order QCD calculations. 
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1 Inclusive Jet Cross Section 

1.1 Introduction 

The measurement of the inclusive jet cross section provides a conceptually 
very simple but still a fundamental test of &CD. The next-to-leading or- 
der U(CY~) calculations [1],[2] h ave small theoretical uncertainty. The pre- 
dicted cross section is not very sensitive to the choice of the renormaliza- 
tion/factorization scales except at very low ET (ET < 50 GeV). However 
there is a large (M 20%) uncertainty due to different choice of parton dis- 
tributions and this measurement can provide a useful tool to probe them. 
Deviations from the standard model due to quark or gluon substructure are 
likely to be observed in large angle parton scattering, making studies of high 
ET jets an attractive method to search for hints of new physics. 

The recent deep inelastic scattering (DIS) experiments (BCDMS, NMC, 
CCFR) have made very precise measurements of the structure functions Fz 
and Fs. As a result, the parton distributions, especially the quark distri- 
butions, are known to a few percent accuracy at ZBJ > 0.01. The gluons 
contribute to DIS cross section through scaling violations, which are a sec- 
ond order effect. The gluon distributions measured in the DIS experiments 
are not very precise, and direct measurement of gluon distributions through 
direct photon production [3] is limited in ZBJ range to less than 0.2. The 
results from HERA at low XB J and high Q2 show large values of J’s, favor- 
ing the singular gluon distributions. The parton density distributions for 
various partons contributing to jet production at fi = 1800 are shown in 
Figure l(a) as a function of the jet ET assuming the pseudorapidities of the 
jets to be 71 = 772 = 0. The contributions to the dijet cross section from 
various subprocesses are shown in Figure l(b). We see that at high ET, a 
region where any signature of substructure may appear, the cross section is 
dominated by quark-quark scattering while at low ET, the main contribution 
comes from gluon-gluon scattering. Assuming that the production at low ET 
can be described by QCD predictions, the jet cross section can be used to 
constrain the gluon distributions. 

The inclusive jet cross section is defined to be 
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Figure 1: Contribution of various types of partons to the jet cross section as 
a function of ET assuming ql = 7,1~ = 0 

where Njet is the number of jets in the ET range AET, L is the luminosity and 
Aq is the q range of the data set used. In order to ensure that the energy is 
well measured, only those jets are used for which 17701 is in the range 0.1-0.7, 
where 70 is the pseudorapidity of the jet calculated under the assumption 
that the interaction took place at z = 0. The CDF central calorimeter covers 

1qDl < 1.1. 
We have used a cone algorithm to reconstruct the jet[4] which is similar 

to the one used by next-to-leading order QCD calculations[l]. The jet ET 
is defined as the transverse component of the sum of the energy deposited 
by all the particles in a cone around the jet axis. In this analysis we have 
used a cone of radius R=0.7. The underlying energy (energy deposited by 
particles generated from fragmentation of the partons not associated with 
hard scattering), measured in the minimum bias events, is subtracted. 
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1.2 Data Set and Analysis 

The CDF collaboration collected 19.5 pb-’ of data during the 1992-1993 col- 
lider run. Four different QCD triggers, based on various jet ET thresholds, 
were used. The nominal ET thresholds were 100 (Jet-loo), 70 (Jet-70), 50 
(Jet-50) and 20 (Jet-20) GeV with prescale factors of 1, 6, 20 and 500, re- 
spectively. This enabled us to have adequate statistics over a large ET range, 
while still having a manageable overall event rate. In the offline analysis only 
the data in the 25-75, 75-95, 95-120 and 120-440 GeV ranges are used from 
the Jet-20, Jet-50, Jet-70 and Jet-100 data samples. For the ET range 15-25 
GeV, data from minimum bias events were used. The data was corrected 
for trigger efficiency, measured using the overlap region with the next lower 
threshold trigger data. 

The measured jet ET is corrected for detector effects (energy loss, non- 
linearity) and ET smearing using the procedure described in reference [5]. A 
very large sample of dijet events were simulated using a jet fragmentation 
program based on Feynman-Field fragmentation and a detector simulation. 
The fragmentation parameters have been adjusted to agree with the jet frag- 
mentation functions as measured in CDF. The detector simulation has been 
tuned to the single pion and electron response, as measured in test beam 
data and from isolated tracks in the data. These simulated events were used 
to parameterize the response functions which relate the measured jet energy 
to the true jet energy. The response functions include all the detector effects, 
in particular the large effect of a very steeply falling spectrum. 

We assume a true inclusive jet spectrum of the form 

where 

F(x) = PI log(x) + P7. log2( Z) + P3 log3(x) + P* log*(s) + p5 logs(x) 

Given a true spectrum, we generate a smeared spectrum using the re- 
sponse functions described above. The parameters PI-P5 were determined 
by minimizing the x 2. The normalization is calculated by demanding that 
the area under the smeared curve is equal to the one under the measured 
curve. The x2/dof of the fit is 1.14 for 36 degrees of freedom. 
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To evaluate the systematic uncertainty, we have used the same unsmear- 
ing procedure, using response functions generated with different input pa- 
rameters. The difference between the two unsmeared curves is taken as the 
systematic uncertainty. The various sources of systematic uncertainty in- 
clude the detector response to single pions and to electrons, modeling of 
detector jet energy resolution, assumptions about the shape of the response 
functions, jet fragmentation parameterization, and the effect of including low 
energy jets (Ep < 5.0GeV) in the unsmearing procedure. The result was 
found to be insensitive to unsmearing with and without the low ET data 
points (ET < 40 GeV). The total systematic uncertainty ranges from 32% at 
low ET to 25% at high ET, and is around 13% over most of the ET range. 
The statistical uncertainty is less than 2% over most of the ET range, except 
at low (high) ET where it is 5%(33%). 

1.3 Comparison with QCD 

The corrected spectrum is compared to the next-to-leading order QCD cal- 
culations from [l]. As shown in Fig. 2, there is very good agreement between 
the measured spectrum and theory over 9 orders of magnitude. However, 
at a finer scale, it is seen in Fig. 3 that our data is in very good agreement 
with NLO &CD, using MRSDO parton distributions, for 70 < ET < 250, 
showing a small excess at low and high ET. This is an absolute cross section 
comparison. The shaded region at the bottom of Fig. 3 shows the systematic 
uncertainty as a function of ET. In Fig. 4 (a), (b) NLO predictions for differ- 
ent choices of renormalization scale and parton distributions are compared 
with the theory predictions used in Fig. 3. 

1.4 Compositeness Limit 

The effect of the addition of a contact term to the Leading order QCD la- 
grangian has been calculated in reference [6]. For comparison with the data, 
we used MRSBO parton distributions and we normalized the predicted cross 
section to the measured one over the ET range 95-145, where the effect of a 
contact term is calculated to be small. Comparing the prediction with the 
data above ET > 200 GeV, we calculate the compositeness parameter A, to 
be larger than 1450 GeV at the 95% confidence level. The data is compared 
with LO QCD prediction including contact term in Fig. 5. 
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2 Two-Jet Differential Cross Section 

2.1 Introduction 

For the 2 -+ 2 process at a given fi, the momentum fraction carried by 
two incoming partons is completely described by 71, 72 and ET. Measuring 
the differential cross section for production of two high ET jets is useful for 
probing parton distributions. This measurement is complementary to the 
measurement of the dijet CM angular distribution, which probes the vector 
nature of gluons and is largely independent of parton distributions. 

2.2 Data set and analysis 

The data set used for the two-jet differential cross section is the same as 
the one used for the inclusive jet measurement as described above. Only 
a subset (M 40%) of the 1992-93 data has been used for this study so far. 
The process pp + Jetl+Jet2 + X may be described by the differential cross 
section 63d/dETdqldT2 where q1 and ~2 are the pseudorapidities of the two 
lead jets and the ET is the transverse energy of the leading jet. For each 
event we require a jet to lie in 0.1 < 171 < 0.7 and have ET above a threshold 
for a given trigger as described in sec. 1.2. This is called the “trigger jet”. We 
require the second jet, called the ‘Lprobe” jet, to have ET > 10 GeV. The ET 
distribution of the trigger jet is plotted for various slices of pseudorapidity of 
the probe jet. The slices of (n21 used are 0.1-0.7, 0.7-1.2, 1.2-1.6, 1.6-2.0 and 
2.0-3.0. These slices were chosen on the basis of statistics. In the case where 
both jets lie in range 0.1 < 171 < 0.7 and both jets satisfy the ET threshold, 
this process is repeated with the second jet playing the role of trigger jet and 
the leading jet is used to specify the 1~1 slice. The jets from different parts 
of the calorimeter are corrected to a common raw energy scale, defined by 
central calorimeter to minimize relative jet ordering problems in ET, In this 
manner we obtain the two-jet differential cross section defined as 

(it&) = &jd’2&jdv1dET~l&2 = $-$--;s 
where 0.1 < (VII < 0.7 and 1~721 1 ies in different pseudorapidity slices. 

Each of the five cross sections is corrected for detector effects (calorimeter 
energy loss and resolution) using the procedure described in section 1.2. For 
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this analysis, we assume that jets do not migrate between 71 slices because of 
detector 7 resolution. This assumption is under study. A systematic uncer- 
tainty has been estimated using the full systematic uncertainty on our pub- 
lished inclusive jet cross section measurement (from 1989). This uncertainty 
is on the cross section, and is a function of corrected ET. The uncertainty on 
the cross section is converted into an effective uncertainty on the jet ET scale 
by using the local slope of the inclusive jet cross section. We then apply this 
effective ET uncertainty to the two-jet cross section using new local slopes. 
This procedure takes into account the fact that the inclusive jet spectrum has 
a different slope than the two-jet cross section. The size of the uncertainty 
at lowest ET and the highest ET span the following ranges for our five cross 
sections: ztl9% to +12/- 18%; xtl9% to +16/- 24%; ztl9% to +19/- 26%; 
f21% to +32/- 43%; and &24% to +28/ - 34%. 

The systematic uncertainty on the ratio of cross sections is determined 
under the assumption that the errors at the same ET value are completely 
correlated. However because of their different magnitudes, they do not com- 
pletely cancel out. The resulting systematic error on the four ratios spans 
the following range from lowest ET to highest ET: <l% to 5%; <l% to 7%; 
l-20%; and 337%. In the low ET region where the slopes of the cross section 
are most similar, the systematic uncertainty largely cancels in the ratio. 

2.3 Results and Comparison with QCD 

The corrected cross section curves for various bins of 17121 are shown in Fig. 6. 
The data are compared to Leading Order QCD calculation using MT-LO 
parton distributions with the renormalization scale set equal to ET. The LO 
QCD is a reasonable description of our data except for the highest ET and 
highest In21 regions. A recent ~(cY;?) QCD calculation[7] shows that there is 
a substantial contribution from higher order and is in better agreement with 
our data. 

In order to quantify the difference in shape for different pseudorapidities 
the ratio of various cross sections to the central 77 slice cross section is shown 
in Fig. 7. As mentioned above, the systematic errors largely cancel out and 
this ratio is especially immune to any error in normalization. Again the 
data is well described by LO QCD except for large n slice and the NLO 
calculation[7] ( no s t h own) is in closer agreement. 



3 Conclusions 

We have measured the inclusive jet cross section in the ET range 15-440 GeV 
and find it to be in good agreement with NLO QCD predictions. We set a 
lower limit of 1450 GeV on the compositeness parameter AC. 

The two-jet cross section is in good agreement with LO QCD for both the 
absolute cross section and the ratio of cross sections except for the highest 
ET and highest q slice. 

Both the systematic and the statistical uncertainties in the inclusive jet 
and the two-jet cross section measurements at the collider have become small 
enough that these measurements can now be used in a global analysis, along 
with DIS measurements, to determine the parton distributions. 

We hope to collect 75 pb-’ of data during the 1994-95 run, which will 
enhance our chance to observe a possible composite structure of quarks. 
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